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What is an artificial neural network, and how does it work? A neural network is a network of nodes that process data via algorithms in order to recognize patterns and optimize their decision-making. This process is called Deep Learning, a subset of Machine Learning, and is meant to mimic the neuron activity that takes place within the human brain. Within the neural network, there is an input layer, a hidden layer/layers, and an output layer. Typically, the input layer breaks down images into individual pixels and then applies weighted amounts to the data. That data is then sent to the next level of nodes in a hidden layer where a bias is added. The weighted amount, correlating pixel value, and bias are computed, and that value is sent to an activation function. The final result from the activation function determines whether an individual node is relevant and will fire moving forward. This result is presented to the output layer where the system’s predictions are compared to real-world data. The amount of error is also determined during the final stages and the weights and biases are then adjusted throughout the system. The new data is then fed back through the system and the entire process is repeated until the desired result is produced.

Neural networks identify patterns in a user’s data and actions in order to facilitate a unique and personalized experience to the user. This can be accomplished in a couple of different ways, and they rely heavily on the weights located within the neural network. Content Filtering associates’ heavier weights with items that a user enjoys and then groups those items in different categories. New items are then recommended to the user from these categories. A weight can also be associated with how closely each item represents the category it is in, which produces much more accurate results when the system makes suggestions.

Another way neural networks use patterns to provide personalization is called Collaborative Filtering. This approach takes all the known user data and transfers it into a grid with very specific categories. A neural network is then run on the data until an exact replica of the known data is produced in a new grid. During this process all the unknown variables are discovered when the matching set is found. This tactic relies solely on unknown patterns found within data from all the system’s users. Since these are unknown patterns, the ways in which the network has determined biases to adjust the system are also unknown. These are called black-box algorithms, and although they can be useful, they also cause concern for the user. For instance, if these algorithms are making decisions and reconfiguring their bias based on the repetition of the wrong data, or variable, then they can cause havoc in public affairs such as the employment market and the judicial system by making racist and sexist predictions. It is very important for the users and the developers to understand the decision-making process behind these technologies.

The GDPR stands for General Data Protection Regulation, and it is a security and privacy law that is being introduced to protect online users’ data from being exploited by large corporations. When it comes to the black-box situation mentioned earlier, the GDPR aims to hold companies responsible for providing transparency concerning their algorithms. This will help everyone understand how biases are determined and help reduce negatively impacting biases. It also puts responsibility in the hands of the company when disclosing how the user’s data is used in those algorithms. The GDPR also sets limits on the amount, and type, of data that can be collected from users, requires that the users have the option to not have their data collected at all on a website, and gives them the right to be forgotten by the company. This law also limits the amount of time that a user's data can be held in a database and strictly holds the company accountable for keeping the user’s data confidential and unrecoverable.

Due to this application being centered around social media, and in the business of correctly recommending content to its users, it will need to collect some data from each user. Or a user could opt out of any data collection and effectively silence recommendations from the app. When data is being collected, there is a risk of it being tampered with, or stolen, while it is being transferred or stored. This can lead to identity theft and improper use of a user’s data, which pose as large legal concerns for the project. Using artificial neural networks can also create unexpected biases based on the user data it collects, creating a foundation for future lawsuits if the algorithms are not properly understood.

The company has several options it can utilize in order to comply with the GDPR. These strategies should be combined and monitored regularly to ensure that best practices are being

used. First of all, the user should be given an option to whether or not they want their data collected at all. This should be presented in the form of a Consent Banner before the user can proceed and use the app. If they choose to allow for data collection, it should be disclosed to them, in a very clear and easy to understand way, what data is collected, why, and how long it will be stored. It should also be very easy to locate and access data collection settings within the application. This includes the option for the “Right To Be Forgotten”.

Second, the staff of the company will need to be trained on regulations pertaining to the GDPR and learn how to maintain the ongoing flow of data according to these laws. As the company and website grow, there will be a need to implement a Data Protection Officer, or Data Protection Team, to monitor data activity and ensure it is being handled properly throughout the system. All user data that is collected should be organized, monitored, and managed by the team so that it is easy to interpret at any time. Finally, encryption will need to be used throughout the system on data in transit and on data at rest in the database. This adds an extra layer of protection for the user while the application is in possession of their data and prevents data from being hijacked or leaked.
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